
Two-Sample T-Test, Dependent 

SPSS Guide:  Dependent (Paired Samples) T-test 

An Adkins diet advocate compares the body weight of people before 
(180,190,170,220, 170,190,200) and after 
(210,195,165,230,185,220,220) an all bacon diet?  Does the all bacon 
diet change body weight? 

Why a dependent t-test?  We have (1) two samples, (2) no population 
information, and (3) matched subjects – in this case, subjects are 
matched with themselves by comparing before and after scores. 

 

DATA VIEW  

 

With a dependent t-
test, scores are 
listed in two 
separate columns.   

Scores on the same 
line are matched 
(e.g., Subject #4 
went from 
weighing 220 to 
230). 

VARIABLE VIEW 

 

Name your variables 
appropriately in the 
VARIABLE VIEW, 
and adjust the 
decimals column 
appropriately.  
[Unlike with the 
independent t-test, 
no value labels are 
needed]. 
 

Note: By hand, you’d calculate the average difference score (D) for each before-after pair, and then calculate 
the average difference score (Dbar). 

 

Wayne Campbell:  Say, I smell bacon. Does anyone else smell bacon? 
Garth Algar:  Yeah, I definitely smell a pork product of some type. 

Name the movie! 
 

ANALYSIS:  Go to the Analyze menu, select Compare 
Means, then choose Paired Samples T-test. 

 

 

STATISTICAL HYPOTHESES: 
 
H0: μD = 0 This guess says any difference 

is just due to sample error- 
the actual mean difference 
score is zero.   

 
HA: μD ≠ 0 This guess says there is a 

reliable difference – (e.g., if 
you kept measuring, you’d 
eventually see that the 
average difference score is 
either more or less than zero). 

Highlight the two variables 
together; move them to 
Paired Variables.   
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t critical = ± 2.447 [from t-test table; df = npairs -1 = 6; 2-tailed; α=.05)] 
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 SPSS Output 

Paired Samples Statistics

188.57 7 17.728 6.701

Std.
Deviation

Std. Error
MeanMean N

203.57 7 23.042 8.709
wbeforePair
wafter

Paired Samples Test
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Practical Significance   
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This means that the 
difference in weight we’d 
expect to see is about one 
full standard deviation. 

Summary of Statistic:    

Reject Ho    t(6) = -3.074, p ≤ .05 

 
This says that the t-test with 6 degrees of 
freedom was significant – we can reject the 
Ho hypothesis and declare that the 
difference in weight observed is a reliable 
difference.  

Explanation of Study Outcome:  The (research) hypothesis was supported.  
Average post-diet weight (M = 203.57) significantly exceeded pre-diet 
weight (M = 188.57), t(6) = -3.074, p ≤ .05.  The effect of diet on weight was 
large, d = 1.1612.  

Guide to write-ups: 
1. State whether the research 

hypothesis was supported. 
2. Summarize the statistical test 
3. Summarize the practical 

significance (if appropriate). 

Difference observed.  

Difference expected.  

Difference observed. Pobt is below .05 so REJECT Difference expected.  

 


