	Homework #3: Correlation & Regression (rev. 9/16/2003))

	This study tries to predict how persuasive someone is based on several factors.  Imagine that you watched people with varying levels of expertise, attractiveness, likability, & beligenerence (hostility in argumentation) try to persuade someone to change their mind, and that you then measure the resulting amount of attitude-change.  You have data from 20 such observations. 
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	1.  Correlations: 
a. We call the thing to the left a ___Correlation Matrix________

b.  The strongest correlation is between ___Likeability_ & _Attitude Change_____, with an r value of __r=.710_________.

c.  The weakest correlation is between _Belligerence _& _Attractive._, with an r value of __r=-.055__.
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	d.  The one biggest inverse relationship is between _Belligerence___ & _Attitude Change___.

e.  What is the p-value for the weakest correlation?  _pobt =.819_.  What is the standard cut-off level we use?  _( ( .05___

f.  Check all the correlations that are significant.

g.  Explain the difference between negative and positive correlations.

Positively correlated variables move in the same direction (e.g., SAT scores & GPA).  Negatively correlated variables move in opposite directions (e.g., as SAT scores increase, time spent watching TV decreases).

h.  Explain what the p-value means.

The p-value indicates the percentage chance that the observed correlation (r) would occur just by chance (i.e., when in the population ( = 0 & the H0 hypothesis is true).  
i.  Explain the difference between r and (. 

The sample statistic r gives the observed correlation in a give sample – the values shown in the correlation matrix.  The population parameter ( is the value we try to estimate with r.  We are always want to reject the null hypothesis Ho: ( = 0, by getting an r large enough that we can “trust” it. 

j.  Why can’t we say likeability causes attitude change?

Correlation only tests for relationship, not causality.  Some other factor may be influencing both likeability and attitude change, making it appear one causes the other.
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	Note:  Each scatterplot shows a flat, horizontal line intersecting the y axis at 11.35 – this represents the mean of y – not the regression line.

	
	2.  Scatterplots with Regression Lines:
a.  Label the predictor, criterion, slope, and y-intercept, x-axis, and y-axis.

b.  What’s the r value for the relationship graphed here?  Is it significant?  r(18)=.208, n.s.

c.  What’s the r2 value? r2 = .0433
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	d.  What’s the r value for the relationship graphed here?  Is it significant? r(18)=.511, p(.05
e.  What’s the r2 value? r2 = .2611
f.  Is this a better or worse predictor?  More or less prediction error?  better, less error

g.  Label prediction error for the score of 80 Expertise.

h.  What two things differ about this regression line and the one above? Greater slope, actual scores fall closer to regression line.
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	i.  What’s the r value for the relationship graphed here?  Is it significant? r (18)=.710, p(.05.

i.  Is this a weaker or stronger relationship?

stronger

k.  The actual y values now fall ______ to the reg. line.

closer

l.  This means there will be ________  prediction error with the regression line.

less
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	m.  How does the strength of the regression line impact the mean amount of attitude change? [Sneaky question!]

It doesn’t.  The mean of y (attitude change) stays the same regardless of what you use to try to predict it.  (Note the read horizontal line is always at 11.35, because My = 11.35).
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y’ = 2.182(x) + 3.932

y’ = 2.182(5) + 3.932

y’ = 14.82

	3.  Using the regression formula:
a.  label r2, a, b, the criterion, & the predictor.

b.  Define:


y’:    predicted value of y                          


a:    y-intercept         b: slope of r. line


x:  value of predictor you plug in 

c.  Write the regression equation:

y’ = 2.182(x) + 3.932

d. Draw the regression line on the appropriate graph

e.  Is the regression coefficient significant?  What’s the p-value?
yes, p( .05   p=.000

	f.  What amount of attitude change would you predict with a likeability score of 4? (Use your regression equation and plug in 4.)

y’ = 2.182(x) + 3.932

y’ = 2.182(4) + 3.932

y’ = 12.66
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	g.  Write the regression equation for this regression analysis.

y’ = -.174(x) + 17.033
h. Draw the regression line on the appropriate graph

i.  Is the regression coefficient significant?  What’s the p-value?

yes, p( .05   p=.023

	4.  Integrative Wrap-up.  Important!
Which predictors of attitude change can you safely use?  Why?

Expertise, Likeability, and Belligerence all produced significant regression coefficients for predicting Attitude Change. 

Which is the best predictor?  Why?

Likeability is the best predictor of Attitude Change because it had the highest r (r=.710). 

With this predictor, how much more accurate are you relative to just guessing the mean of y?


You can explain about 50% of the variability in Attitude Change (r2 = .505).
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if x= 5, 


y’ = 14.842





if x= 0, 


y’ = 3.932





Pick a large number for belligerence (x), like 60


y’ = -.174(x) + 17.033


y’ = -.174(60) + 17.033


y’ = 6.593








if x= 0, 


y’ = 17.033





if x= 60, 


y’ = 6.593








