Section 2.2 The Vector Equation 2’ = A(t)z

Definition We say that the constant n x 1 vectors 1,12, - -+ , ¥y are linearly dependent provided there are
constants ¢y, cs, - - - , cx, not all zero, such that

iy +catha + -+ epthr = 0,

where 0 denotes the nx1 zero vector. Otherwise we say that these k constant vectors are linearly independent.

Theorem Assume we have exactly n constant n x 1 vectors

,(/)17’(/}27"' 7,(/)1'7,

and C is the column matrix C' = [¢12s - - - 1y]. Then 1,49, -+ , 1, are linearly dependent iff det(C) =
0.

Definition Assume the n x 1 vector functions ¢1(t), p2(t),- - , ¢ (t) are defined on an interval I. We say
that these k vector functions are linearly dependent on I provided there are constants ci, ¢, - , ¢k, not all
zero, such that

c1¢1(t) + caga(t) + -+ - crdr(t) = 0,

for all ¢ € I. Otherwise we say that these k vector functions are linearly independent on I.

Theorem The linear vector differential equation 2’ = A(¢)x has n linearly independent solutions on I, and
if ¢1,¢a, -+ , ¢ are n linearly independent solutions on I, then

T =c1¢1 + 202+ + CrPp,

for ¢t € I, where ¢1,co,- - , ¢, are constants, is a general solution of x’ = A(t)x.

Definition Let A be a given n x n constant matrix and let x be a column unknown n-vector. For any
number A the vector equation
Ax = Az

has the solution z = 0 called the trivial solution of the vector equation. If \g is a number such that the
vector equation Az = Aoz has a nontrivial solution xg, then Ag is called an eigenvalue of A and z is called
a corresponding eigenvector. We say Ag, Zo is an eigenpair of A.

Theorem If )y, z( is an eigenpair for the constant n X n matrix A, then
z(t) = eMlzg, tER,

defines a solution x of
= Az

on R.

Theorem If x = u + iv is a complex vector-valued solution of ' = A(¢)x, where u,v are real vector-valued
functions, then u,v are real vector-valued solutions of 2/ = A(t)x.

Theorem Assume A is a continuous n X n matrix function on an interval I and assume that ® defined
by
(I)(t) = [d)l(t)? ¢2(t)7 e ad)n(t)]v te I7



is the 7 xn matrix function with columns ¢ (t), ¢2(t), - - - , d»(t). Then ® is a solution of the matrix differential
equation X' = A(t)X on [ iff each column ¢; is a solution of the vector differential equation 2’ = A(t)z on
I for 1 < i < n. Furthermore, if ® is a solution of the matrix differential equation X’ = A(¢)X, then

is a solution of the vector differential equation =’ = A(t)zx for any constant n x 1 vector c.

Existence-Uniqueness Theorem Assume A is a continuous matrix function on an interval I. Then the
VP
X' =At)X, X(to) = Xo,

where t5 € I and Xy is an n X n constant matrix, has a unique solution X that is a solution on the whole
interval 1.

Definition Let

an(t) a12 (t) e aln(t)
a21(t) ag2(t) - aogn(t
) = .( ) . (t) '( )
a7z1.(t) an2 (t) o af’rw; (t)

Then we define the trace of A(t) by

tr [A(t)] = au(t) + (ng(t) + -4 a,m(t)

Liouville’s Theorem Assume ¢q, ¢o, - - , ¢, are n solutions of the vector differential equation 2’ = A(¢t)x
on I and @ is the matrix function with columns ¢1, ¢o,- -+, @,. Then, if ty € I,

det ®(t) = elio T AGIS qot (1),

fort e 1.
Corollarly to Liouville’s Theroem Assume ¢1, ¢, - , ¢, are n solutions of the vector differential equa-
tion 2’ = A(¢)x on I and ® is the matrix function with columns @1, @2, - , . Then either

(a) det ®(t) =0 for allt € I, or
(b) det®(¢) #0 for all t € I.

Case (a) holds iff the solutions ¢4, ¢2, cdots, ¢, are linearly dependent on I, while case (b) holds iff the
solutions ¢1, ¢a,- - - , ¢, are linearly independent on I.

Definition An n xn matrix function @ is said to be a fundamental matrix for the vector differential equation
' = A(t)x provided @ is a solution of the matrix equation X' = A(t)X on I and det ®(¢t) # 0 on 1.

Theorem An n xn matrix function ® is a fundamental matrix for the vector differential equation 2’ = A(t)x
iff the columns of ® are n linearly independent solutions of 2’ = A(t)x on I. If ® is a fundamental matrix
for the vector differential equation ' = A(t)z, then a general solution z of ' = A(t)z is given by

x(t) = P(t)e, tel,

where ¢ is an arbitrary n x 1 constant vector. There are infinitely many fundamental matrices for the
differential equation 2’ = A(¢)x.



